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Background
pBig Graphs 

• 2 Billion Facebook users
• 3 Billion base pairs in human genome
• 20 Billion internet connected devices 
• Trillions of connections between them

pGraph Pattern Matching 
• Aims to discover structural patterns in a graph

3



18

pGraph Pattern Matching

• Triangle Counting ：

Graph pattern matching algorithms involve a lot of: 
• access to neighbouring vertex set
• irregular memory accesses

Background
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Data moves from memory to processor near data processing

High memory access energy

von Neumann architecture

Large data transmission

Low memory access energy

High transmission bandwidth

Minor data transmission

Limited transmission bandwidth

PIM architecture

Background
p Processing in memory 

Background

weak 
performance!
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PIM architecture

Background

p GPM + PIM

Background

• The set operation does not need too much computing resource
• Transfer all the set operations of graph pattern matching into PIM

Transfer
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p GPM + PIM：Challenges

All these problems can be mitigated by introducing a new cache 
system in the PIM architecture!！

Challenges

Triangle Counting:
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Memory Array

Processing Unit

cache
small cache

N(V0), N(V1)

Existing PIM can support a very limited size of the cache ：
• But the size of the set of neighbouring vertice is random
• N(v0) of successive accesses are likely to be excluded from the cache
• N(v1) from remote devices cannot be cached locally

x

p GPM + PIM：Challenges

20Challenges
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p Overall Architecture :  

Introducing in-DRAM cache to meet the large-capacity demand of GPM :
• Introducing TAG cache to accelerate accesses to hybridCache system
• Introducing an optimised cache replacement strategy to improve efficiency
• Seamless integration of comparison unit design with hybridCache

20AceMiner Design
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p Access Latency Optimization：
• Introducing SRAM-based TAG cache to cache frequently accessed in-DRAM cache tags
• Adopt bundled access method to package in-DRAM cache tag and data accesses

20AceMiner Design
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p Advanced Replacement Policy：
• Existing replacement strategies Least Recently Used (LRU) or Least Frequently Used 

(LFU) are deficient
• For graph pattern matching applications with extremely irregular access 

characteristics, these recency-based approaches may ignore some recent infrequent 
but globally frequent data

20AceMiner Design

Reuse distance based 
replacement policy 
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p Seamless Integration of Comparison Units

DRAM
Bank

DRAM
Bank

DRAM
Bank... ...

Network

Processing Unit

DRAM Controller

RB/CDRB/CDRB/CD

‘Compare Parts’ in processing unit

The data needs to be fully loaded to 
the PU to do comparison

DRAM 
Bank

DRAM
Bank

DRAM
Bank... ...

Comparison Unit

Network

Processing Unit

Vault Controller

RB/CDRB/CDRB/CD

0,2,4,6,8,9
‘Compare parts’ after row buffer.

More timely comparison operations

< Vth=3

<   Vth =30,2,4,6,8,9

0,2,4,6,8,9

0,2

20AceMiner Design
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p Seamless Integration of Comparison Units
• In triangle finding, the top 10% frequently visited neighbouring vertex sets account for 

nearly 44% of the total visits. Configuring the comparison unit at each bank increases the 
area overhead

20AceMiner Design
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p Results：
• AceMiner 21.6x performance improvement

Performance gains are mainly due 
to improved data access locality 
and reduced data movement.

20Results 
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p Results：
• AceMiner outperforms the state-of-the-art, achieving speedups of 40.2% and 13.3% over NDMiner

and DIMMining respectively, with less energy consumption and design overhead

20Results 
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Thanks for your attentions !
Q&A
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